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ABSTRACT 

This research aimed at presenting a two-step method for prostate 

segmentation in TRUS images. The research used a prostate boundary 

localization and prostate edge denoising approach. The proposed method 

contribution is the use of the optimized Hodge’s method as the boundary 

operator and the use of the Bidirectional Exponential moving average to 

perform edge denoising. The results showed that the proposed method is 

effective in completing the prostate segmentation task. (1) The prostate 

region is effectively initialized and localized. (2) The recovery of noise points 

is accomplished and the segmentation result being consistent with the general 

shape of the prostate. The experimental results showed that this method can 

improve the overall segmentation accuracy. The process uses a combination 

of traditional and unsupervised methods, eliminating the need to rely on large 

data sets compared to current deep learning methods. The proposed method 

achieved excellent segmentation accuracy, with the Dice similarity 

coefficient (DICE) value of 0.9679, an average Intersection over Union (IoU) 

value of 0.9377, and an average False Positive Rate (FPR) of 0.0399. The 

results obtained from this study have significant implications for clinical 

practice. Accurate prostate segmentation is crucial for various applications, 

including radiation therapy planning, image-guided interventions, and 

computer-aided diagnosis. The proposed method has the potential to improve 

these applications by providing more precise and reliable prostate 

segmentations. However, it is important to acknowledge some limitations of 

this study. First, the proposed method was evaluated on a limited dataset, 

which may not fully represent the diversity of prostate images encountered in 

clinical practice. Further validation on larger datasets is necessary to assess 

its generalizability. Additionally, the proposed method relied on manual 

annotations for training, which can introduce inter-observer variability. 

Incorporating automated or semi-automated annotation techniques could 

enhance the robustness of the method. 
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INTRODUCTION 

Prostate cancer is the second most commonly 

diagnosed cancer and the fifth leading cause of 

cancer death among men worldwide [1]. The 

analysis of medical images has become a 

significant point of focus in computer vision as it 

has aided in patient diagnosis and treatment 

strategy especially for cancer treatment and 

biopsy [1]. In medical research and practice, it is 

important to accurately measure the shape, 

borders, and volume of the prostate to obtain 

information about the pathology of the tissue to 

aid proper analysis by a medical practitioner. 

Trans-rectal Ultrasonography (TRUS) has many 

advantages, including its portability, ease of use, 

lack of ionizing radiation, low cost, and capability 

to perform real-time imaging [2]. 

However, these ultrasound images have several 

liabilities, including low signal-to-noise ratio, 

signal loss, scatter, noise, and artefacts during 

shooting. The result of these liabilities presents 

themselves in the image as blurred borders and 

poor visibility of the prostate, and in some cases, 

no visible borders. In addition, the prostate gland 

varies in appearance, shape, and size from patient 

to patient, and even the tissues of the same 

prostate gland are severely heterogeneous. As a 

requirement for quantitative analysis in clinical 

practice, examining the boundaries of the prostate 

gland is often necessary. The accuracy of the 

prostate boundary segmentation can impact the 

formulation of subsequent treatment plans [3]. 

Computer segmentation was introduced to solve 

the problems presented by manual segmentation.  

Current State of Research 

Computer-aided image segmentation has been a 

growing as technology in both the medical field 

and computer programming field. Under 

computer-aided segmentation research in this area 

has explored automatic and semi-automatic 

segmentation techniques. The segmentation 

approaches utilize different concepts to obtain the 

desired segmentation result. Segmentation 

methods can be classified according to the 

theoretical computational approach taken to solve 

the problem. We can classify the methods as 

follows: contour and shape based, region based, 

supervised and unsupervised classification 

methods based, and hybrid methods. Among these 

methods are some classified as traditional 

segmentation methods [4]. These methods are a 

result of the application of digital image 

processing concepts and mathematics which are in 

turn used to segment the image. The calculation is 

simple, and the segmentation speed is fast, but the 

accuracy of the segmentation is not ideal in 

obtaining a highly detailed segmentation result. 

The ideas of traditional segmentation methods are 

still worth learning as they can be improved by 

applying the concepts to modern segmentation 

methods. The segmentation methods that combine 

traditional concepts and new techniques are called 

hybrid methods, many of which beat independent 

traditional concepts in performance. Currently, 

deep convolutional neural networks (CNNs) are a 

common method of use in automated 

segmentation for both medical and semantic 

applications. 

RESULTS ON PREVIOUS RESEARCH 

Many researchers [7, 13, 17] have proposed 

various computer-aided boundary segmentation 

algorithms. Among the proposed algorithms, 

deformable models and statistical shape model-

based algorithms demonstrated promising 

segmentation results. Yan et al proposed method 

automatically extracts prostate boundary from 

two-dimensional TRUS images for shape 
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correction in shadow areas [18]. The 

segmentation process estimates missing 

boundaries using the partial active shape model.  

Deleey et al. [19] also presented a semi-automatic 

segmentation algorithm that first uses image 

warping to make the prostate shape elliptical. The 

method took advantage of the similarity between 

the prostate shape and the warped ellipse. 

Although the method is simple and efficient, its 

application is limited to images in the mid-gland 

region with regular shapes. In addition, it needs 

six points selected from specific locations to 

initialize the algorithm. Ghose et al. [20] and 

Gong et al. [21] integrated prior knowledge of the 

potential prostate shapes into their algorithm.  

The automatic segmentation procedure of Ghose 

et al. [20] combined a statistical shape model of 

the prostate to initialize the prostate shape. This 

shape was then deformed in an adaptive, 

hierarchical manner until the technique converged 

to the final model. Unfortunately, this technique is 

very expensive computationally, requiring over a 

minute to segment a single image. Gong et al. [21] 

modelled the prostate shape by fitting super-

ellipses to 594 manually segmented prostate 

contours. Peng et al. proposed a hybrid 

segmentation method (H-SegMed) [22] for 

accuracy. The results of these proposed methods 

are promising. Still, the drawback of expert 

intervention is a shared concern as these methods 

mentioned above require manual expert-provided 

seed points for initialization.  

Deep learning methods have recently been 

successful in medical imaging for segmenting the 

anatomy of interest. Segmentation algorithms 

based on deep learning have been applied to this 

problem [9]–[15]. Ronneberger et al. [23] 

proposed a fully convolutional neural network 

(UNET) with this architecture to work with very 

few training images and yield more precise 

segmentation results. Orlando et al. [24] proposed 

deep learning on clinically diverse 3D ultrasound 

image segmentation. In the proposed method, 3D 

segmentation predicted 2D slices, and the 

modification of 2D U-Net was utilized for training 

and testing. The method shows that the result of 

DSC is 94.1%, and HD is 2.89 mm. Ghavami [15] 

compared the performance of six different CNN-

based algorithms UNet, VNet, HighRes3dNet, 

HolisticNet, DenseVNet, and Adapted UNet. 

Deep learning methods are typically efficient, but 

that is not the consensus. Chen et al [25] highlight 

the shortcomings of using CNNS to segment 

biomedical images.  

The commonly used loss functions in CNNS 

generally evaluate pixel-wise similarity. For 

instance, CE and Dice focus on extracted features 

from specific regions. While this can result in 

good classification and segmentation 

performance, low resultant loss function values 

may not necessarily correspond to a meaningful 

segmentation. For example, noisy biomedical 

images can add many contours in the background 

representing incorrect segmentation, and object 

boundaries can be fuzzy due to the difficulty of 

classifying pixels near the boundary. Chen et al. 

[7] then proposed an Active contour loss function 

drawn from Active shape models to be used with 

CNNS for better results. The loss function (or cost 

function) plays a significant role in training a 

CNN model. Loss function measures the error of 

prediction or segmentation which can be back 

propagated to previous layers to update the 

weights. The advantage of this new loss function 

is that it can seamlessly combine the geometrical 

information (e.g. boundary length) with region 

similarity thus leading to more precise 

segmentation. Several approaches similar have 

been proposed that combine deformable models 

with neural networks (NNs) to improve boundary 

detection. A deep Convolutional Neural Network 

(CNN) was used by Zhang et al. [26] to integrate 

a well-trained model to detect and classify tumour 

nodules. Competitive results were also achieved 

by Kasinathan et al. [27] through the combination 

of CNN and active contours to detect and classify 

3D lesion lung tumour CT images automatically. 

In the above examples we see the application of 

segmentation methods based on deep learning 

being used in conjunction with prior shape 

knowledge to make them effective for the 

complex task of biomedical image segmentation.  
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Deep learning methods are limited in performance 

in medical image segmentation task. For them to 

be effective large amounts of data that accurately 

represent the variability in the data are needed. 

Prior shape knowledge helps compensate for the 

noise in the image and reduces the amount of 

training data needed to accurately train the model 

for accurate segmentation results. Nevertheless, 

the general ramifications of using deep learning 

models are still relevant. A significant amount of 

time is needed to train the network, the 

computational complexity and cost of these deep 

learning models still apply. In this paper we apply 

mathematical principles to solve this 

segmentation problem. Therefore, our model can 

be a better substitute in this task as it will take less 

time to train and less resources to implement, 

without compromising performance excellence. 

MATERIALS AND METHODS 

The proposed method is a hybrid approach 

containing application of machine learning based 

models (RF, DAE) and mathematical models 

(Improved normal vector, BDEMA). The study 

utilised accurate segmentation for precise 

measurements, localization of abnormalities, and 

treatment planning using machine learning 

technique for prostate segmentation in TRUS 

images. This method consists of two crucial steps, 

prostate boundary localization and prostate 

boundary denoising. The localization is done by 

the Random forest algorithm and Denoising Auto-

encoder (DAE). Furthermore, the boundary 

operator used for this step is an improved normal 

vector boundary operator. The second step used 

the Bidirectional Exponential moving average 

(BDEMA) to denoise the boundary. The proposed 

method for prostate segmentation in TRUS 

images shown in the flow chart is a two-step 

method. In the first step, an improved Normal 

vector boundary operator (Improve Hodges 

method) is used to localize prostate boundary 

points using the information from the RF and 

DAE (Section b of the method). The second step 

uses the BDEMA method in denoising the 

prostate boundary, a crucial aspect of determining 

noise points by the use of a threshold value also 

added to this step (Section c of the method). 

METHOD 

Section A: Localization 

Foundation of localization: In the field of image 

segmentation, the edge shape of an object is 

usually represented as a closed curve or as a 

collection of points sampled on a closed curve, 

and the contour of an object is described by the 

line segments connected between the points. This 

is done by the random forest, and this is shown in 

Figure 1. When the set of points are too sparse to 

accurately describe/show/embody the contour of 

an object, it is necessary to supplement the point 

positions in such a way that the distribution of the 

points is known/clear, for example, by their shape, 

and then to form a new set of points by combining 

the supplemented point positions to recover the 

high-precision description of the object. This is 

done by the denoising auto-encoder and shown in 

Figure 2. 

Random Forest Process 

The model is based on a random forest model of 

the location of the prostate gland, where 𝐽𝑖 is the 

set of all image coordinates for the ith 

pixel, 𝐽𝑖 {𝑖𝑚𝑔, 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟, 𝑙𝑎𝑏𝑒𝑙}, where 𝑖𝑚𝑔 is 

the set of all pixel points, 𝑖𝑚𝑔𝑖is the set of all 

image coordinates for the𝑖𝑡ℎpixel, and character is 

theimage feature defined as 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟 =

{𝑚, 𝑑, 𝑜𝑟𝑖𝑒𝑛𝑡}. The label is a description of 

whether or not the current pixel is a true border 

point. 𝑜𝑟𝑖𝑒𝑛𝑡 =

{𝑜𝑟𝑖𝑒𝑛𝑡1, 𝑜𝑟𝑖𝑒𝑛𝑡2, . . . , 𝑜𝑟𝑖𝑒𝑛𝑡8} it is the sum of 

the grayscales counted for the current pixel point 

extending 𝑙𝑒𝑛 lengths into the 8 neighborhoods,𝑚 

is the mean of 𝑜𝑟𝑖𝑒𝑛𝑡, 𝑑 is the variance of 

𝑜𝑟𝑖𝑒𝑛𝑡 and 𝑙𝑒𝑛 is usually set depending on the 

size of the pixel noise region.  

The training dataset is randomly sampled, and a 

subset of features is randomly selected from 𝐽𝑖 to 

generate a sub-decision tree with information 

gain, so as to obtain a random forest that can 

generate boundary points from the image 

information. 
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Figure 1: Random Forest process image. This image summarizes the input, training and expected 

outcome of this localization step. 

 
Source: Breiman (2001, p 78) 

Denoising Autoencoder Process 

During the training phase, the denoising 

autoencoder is presented with pairs of noisy input 

and their corresponding clean versions. The 

encoder network maps the noisy input image to a 

lower-dimensional representation, while the 

decoder network reconstructs the clean output 

from this representation. The ability of a 

denoising autoencoder to recover contours using 

learned distribution stems from its ability to 

capture the underlying structure and patterns in 

the data. 

Figure 2: Denoising Auto-encoder process diagram 

 
Source: Breiman (2001, pp 101) 
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Denoising Auto-encoder (DAE). If there exist 

two mapping relations f(x), g(x), where f(x) is the 

encoder and g(x) is the decoder function. Equation 

1 constructs a two-dimensional vector to describe 

the prostate boundary as a planar shape x. The 

following equations can describe the process:  

Encoder: 

 

Where x is the input, W is the weight matrix, b is 

the bias vector, f is the activation function, and z 

is the compressed representation. 

 

Where n is the noise added to the input. 

Decoder: 

 

Where W' is the transpose of W, b' is the bias 

vector for the decoder, g is the activation function 

for the decoder, and x' is the denoised output. 

 

Where L is the loss function that typically 

measures the difference between the input and 

output. 

Describing a curve as a set of points is an 

approximation, and the interpolated distance 

between points should not be considered a loss 

function. It is, therefore, more realistic to use 

either the tessellation distance (D8 distance) or the 

point-to-line distance to describe the situation. Let 

be the reconstruction boundary point, and q(s,t) be 

the loss function at point p for the subject pixel 

that is first found by the pixel information 

extractor in the pixel 8 neighbourhood loop. The 

distance between the two points is taken as the 

loss function, then the loss should be as shown in 

equation 6, which gives the total loss for a single 

sample as shown in equation 7. 

 

 

The goal of training a denoising auto-encoder is to 

minimize this loss function by adjusting the 

weights and biases of both the encoder and 

decoder. In our case, the task of this auto-encoder 

is to construct a full set of boundary points based 

on the ‘seed points’ from the previous step by 

filling in the missing points with zeros and feeding 

them together with the points from the previous 

step into the trained encoder. This results in a fully 

reconstructed boundary point set x. 

Section B: Improved Normal Vector Contrast 

to Optimize Localization. 

Normal Vector Contrast. Since the contrast of 

the target boundary in an ultrasound image is low, 

traditional boundary operators such as Sobel and 

Robert cannot detect this type of boundary. As a 

result, Hodge [21] proposed a boundary operator 

called the normal vector contrast boundary 

operator, which improves the conventional 

boundary operator to detect target boundaries in 

ultrasound images. Representing the split curve as 

a set of points x as given previously. Let us 

assume that the normal vector at a point (x, y) on 

the curve is represented by and its direction is 

specified to point to the outside of the curve. 

Define the vector along the positive and negative 

directions of the normal vector at the point, of 

which is the gray level of the image of the point 

on the normal vector, the coordinates of which 

are.  

This is equivalent to finding the cumulative gray 

level difference of the point along the normal 

vector in a certain range, with the target boundary 

point located at the location with the largest gray 

level difference. By traversing all points on the 

curve in this way, the approximate boundary of 

the target can be obtained.  

The Hodges normal vector boundary operator is 

specifically designed to extract boundaries or 
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contours from medical images. It operates by 

computing the normal vectors at each point on the 

boundary of an object in the image. These normal 

vectors represent the direction perpendicular to 

the boundary surface at each point. This is shown 

in Figure 3 below. 

Figure 3: Normal vector contrast diagram 

 

An improved version of Hodge’s method is used 

in this paper instead of the original method. The 

boundary operator C is further improved to take 

into account the neighbouring points information 

of other segments before and after a segmentation 

point nk[ind], and to correct the position 

of nk[ind].  

As shown in Figure 3, the three normal vectors of 

𝑛𝑘 and its neighbours 𝑛𝑘−1and𝑛𝑘+1 are made and 

locally enlarged for ease of description. The point 

on the normal vector𝑛𝑘 with row index 𝑖𝑛𝑑 can be 

represented as 𝑛𝑘[𝑖𝑛𝑑], and the points on the 

normal vectors of its preceding and following 

neighbours with the same index are identified in 

Figure 3-13 and can be represented as 𝑛𝑘−1[𝑖𝑛𝑑] 

and 𝑛𝑘+1[𝑖𝑛𝑑] respectively. The boundary 

operator for the point 𝑛𝑘[𝑖𝑛𝑑] is shown in Figure 

4 below which is: 

 

 

 

 

 

 

Figure 4: Improved normal vector diagram. 

 

𝐶𝑛𝑒𝑖𝑔ℎ =

∑ 𝐶𝑖𝑛𝑑                                               (3 − 1)𝑘+𝑙
𝑚=𝑘−𝑙   

In Equation (3-1), 𝑙 represents the number of 

unilateral neighboring points at point 𝑛𝑘[𝑖𝑛𝑑] and 

𝑚 represents the number of normal vectors in the 

neighborhood section.  

This equation calculates the difference in 

greyscale between the upper and lower bounding 

boxes shown in Figure 3-13, rather than just the 

grayscale information on the single normal vector. 

Therefore, the boundary operator 𝐶𝑛𝑒𝑖𝑔ℎ contains 

much more gray information than 𝐶, thus 

avoiding the creation of noisy segmentation points 

due to local gray noise at a few segmentation 

points. 

Section C: Denoising 

Due to the current limitations of using only the 

gray level to assert the position of the boundary, 

we need to consider the semantic information 

before and after the boundary, which is well 

implied by other points. However, the direct use 

of the EMA technique is not ideal because it only 

provides the trend of the current position 

compared to the position of preceding points and 

does not consider the successive points. In short, 

when we consider any point in the one-way 

sequence, the one-way sequence is consistently 

unable to consider the latter information. The 

equation for calculating the BEMA is given by:  
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Where is the data point at time t, α is the 

smoothing factor that determines the weight given 

to the current data point, and is the EMA value at 

the previous time step. 

This method’s result is highly sensitive to outliers. 

That is, the information from the outliers can 

affect the weights used on the successive points 

leading to distortion of the general shape. So, we 

propose a way that any point can refer to the 

grayscale proposals on both sides of the preceding 

and successive point simultaneously.  

We, therefore, propose a Bidirectional EMA 

(BEMA). 

The algorithm is formulated as follows: 

 

Where 𝑥𝑡+1 and 𝑥𝑡−1 are the successive and 

preceding data points, respectively, and α, β, and 

γ are the smoothing factors that determine the 

weights given to each data point. 

Section D: Innovation of the Method 

The innovation of this study is the use of improved 

Hodge’s method as a boundary operator and the 

use of the BDEMA to denoise the identified noise 

points.  

Section E of the Method: MATERIALS 

The data set used in this study consists of 

ultrasound images of the prostate that were taken 

from real clinical examination data of a hospital, 

and the true boundaries of the prostate gland were 

annotated by a professional doctor as the Ground 

Truth of the target boundary for subsequent 

evaluation of the segmentation performance. A 

total of blank TRUS images were used, and 132 

images with a resolution of 576 × 768 pixels were 

used for the test, each with a pixel size of 0.138 

mm × 0.138 mm. The experimental platform 

relies on PaddlePaddle. The relevant platform 

parameters are platform: Linux, Python: 3.7.4, 

GPU: Tesla V100-SXM2-32GB. To 

quantitatively evaluate the experimental results 

obtained by our method, we decided to compare 

the mean absolute error (MAE), Dice Similarity 

Coefficient (DSC), Intersection over Union (IoU), 

False Positive Rate (FPR), and Runtime. 

RESULTS AND DISCUSSION 

Table 1 shows the performance result of our 

method based on the five-performance metrics 

chosen. False Positive Rate (FPR), Dice 

Similarity Coefficient (DSC), Mean Absolute 

Error (MAE), Intersection over Union (IOU) and 

Run Time.

Table 1: Evaluation metrics table for six images used in the experiment 

 

The results shown above in Table 1 show the 

performance of the proposed method according to 

the selected evaluation metrics. These results are 

the results of six images in the data set, the images 

are labelled from index a-f. We can therefore 

calculate an average value of each of the metrics 

of the proposed method, from table 5-1 the 

average IoU is 0.9377, the average DSC is 0.9679, 

the average MAE is 1.07205, the average FPR is 

0.0399 and average runtime is 0.28975s.  

We can therefore go further and tally the results of 

our proposed method to that of other state of the 

art methods in Table 2. When evaluating the 

performance of prostate segmentation methods, it 

is important to compare the results with other 

state-of-the-art techniques. In this case showing 

the effectiveness of our proposed method to yield 

good results in comparison to other methods. The 

methods chosen for this comparison all fall under 

the deep learning methods of segmentation 

Image index MAE DSC IoU FPR Run Time 

a 1.1145 0.9706 0.9426 0.0311 0.3567s 

b 1.4554 0.9647 0.9319 0.0392 0.1423s 

c 0.4163 0.9686 0.9386 0.0118 0.3123s 

d 0.7683 0.9663 0.9343 0.0238 0.2124s 

e 0.6127 0.9786 0.9585 0.0163 0.2246s 

f 2.0951 0.9686 0.9203 0.0813 0.3205s 
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mentioned in the introduction of this paper. The 

shortcomings of deep learning methods in the 

segmentation problem of this paper where a 

motivation for a non-deep learning-based method 

to be proposed. Therefore, the evaluation of the 

proposed method has to be tallied against the well 

performing deep learning-based methods in order 

to highlight the effectiveness of the proposed 

method that evades the complexities of the deep 

learning methods. 

Table 2: Table of comparison of our method and other state of the art methods based on three 

performance metrics Dice Similarity Coefficient (DSC), Intersection Over Union (IOU) and False 

Positive Rate. 

The segmentation results in Figure 5 show that the 

neural network segmentation method is prone to 

the phenomenon of outliers or blurred boundaries. 

For example, the U-net segmentation results of 

images d and f in Figure 5 are shown. For SegNet 

and BiSeNetV2 the overall shape of the result is 

affected by these. Although the segmentation 

result of DeepLabV3+ is better and the IoU is as 

high as 91%, it still cannot avoid the above 

shortcomings, as shown in Figure 5 for image a 

and image d.  

Figure 5: Segmentation results of BiseNetV2, 

U-Net, SegNet, DeeplabV3+, Our method and 

masks. 

 

The following is a sample picture showing table 

of results of the two-step proposed method. It 

shows the original image, localization result and 

denoising result. 

Figure 6: Table of results of the two-step 

proposed method. It shows the original image, 

localization result and denoising result. 

 

CONCLUSION 

The methods proposed in this paper can be 

described as a two-step prostate boundary 

segmentation algorithm. This paper uses random 

forest, denoising auto-encoder and an improved 

normal vector boundary operator in prostate 

boundary localization. In the boundary 

localization step most of the boundary points are 

accurately detected, and most of them are already 

at the real boundary points, except for a few points 

(called noise points, which correspond to artifacts 

or low signal-to-noise regions). In the boundary 

denoising section of the paper there is outlier 

detection and outlier realignment by the use of the 

Method DSC IoU FPR 

BiSeNetV2[43] 0.8387 0.7223 0.1119 

U-Net [21] 0.8877 0.8069 0.0831 

SegNet [19] 0.8584 0.7597 0.0888 

DeepLabV3+[42] 0.9522 0.9117 0.0592 

Our Proposed Method 0.9679 0.9377 0.0399 
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bidirectional exponential moving average 

(BDEMA). The results show that the proposed 

method is effective in completing the prostate 

segmentation task. (1) The prostate region is 

effectively initialized and localized. (2) The 

recovery of noise points is accomplished and the 

segmentation result being consistent with the 

general shape of the prostate. The experimental 

results show that this method can improve the 

overall segmentation accuracy. The process uses 

a combination of traditional and unsupervised 

methods, eliminating the need to rely on large data 

sets compared to current deep learning methods. 
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